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Abstract   
 

This paper aims at describing the technical engine underlying the project “GEROM”, an online bilingual 
(German-Italian) terminological tool which has been developed by the Johannes Gutenberg - Universität of 

Mainz/Germersheim, Germany and Unint - University of International Studies of Rome, Italy. GEROM has been 

designed to facilitate the comprehension, analysis and translation of Italian and German texts dealing with 

different social and cultural aspects of the two Countries which are taken into account. Therefore, in order to 

provide users with a terminological support which focuses on examples of real language, a corpus-based 

approach has been adopted. Furthermore, since the core of the system is founded on a web-oriented service, a 

robust search interface based on CGI (Common Gateway Interface) technology has been implemented. 
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Intercultural communication has always represented a complex, multifaceted issue. For this reason, it has been 

dealt in different ways and with different approaches by linguistic science in its broadest sense. Whereas from a 

theoretical point of view the gap between signifier and meaning, which represents the core of the problem, has 

been managed by various disciplines ranging from logics and semantics to philosophy of language, its practical 

evidence could be effectively faced only after the computer science provided linguists with a robust technological 

framework. The continuous improving of processing speed, storage space and programming languages which 

make pattern matching of linguistic structures an easy task provided new impulse in linguistic research, giving 

birth to totally new disciplines like Computational Linguistics, Corpus Linguistics, and Machine Translation.  

Amongst the above mentioned research fields, Corpus Linguistics is, in absolute terms, the most exploited as it is 

the only one that can provide scholars and researchers with data mirroring the real usage of a language. The 

Gerom project is developed starting from this corpus-driven approach. It aims at improve the translation of 

German and Italian texts by showing the real usage of language-specific terminology in a variety of contexts. 
 

1. Linguistic data management 
 

In order to reduce the system structure as much as possible, all linguistic data have been stored in a web server in 

plain text, UTF-8 format and no server-side database or data management software has been adopted. Such a 

choice, which may sound strange to most Information Technology professionals, has been made on purpose. 

Indeed, despite their renowned efficiency, in general databases require specific server technology to achieve good 

response performances when many concurrent search queries are entered.  
 

Furthermore, databases require periodical maintenance sessions and serious problems may occur if this task is not 

regularly accomplished. Another important issue is tied to data management aspects. For security reasons and 

retrieval effectiveness, all databases convert plain text into an indexed, binary-coded structure which cannot be 

easily accessed in real time by other software products. Data exchange is possible only after a specific table 

export process is run on demand.  
 

As a consequence of this, the human operator is, in fact, impeded to visualize and modify the linguistic 

information with a simple text editor. On the contrary, all the tables which are stored in the server can be accessed 

and manipulated via SQL language by the same database management system which has been used to create 

them. If, on the one hand, this feature may greatly improve the search engine efficiency, on the other hand it 

seriously limits the data structure flexibility, making changes hard to implement in case sudden and relevant 

modifications of the linguistic knowledge-base are required (i.e. changing the primary index or adding a field or a 

record in the middle of a table in use). 
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1.1 Information structure 
 

Although a complete and thorough description of the linguistic dataset which has been adopted goes beyond the 

scope of this paper, some words will be spent on this subject. Firstly, it is important to keep in mind that the 

linguistic resources the system may refer to, cover two functions and differentiate accordingly. As for the role, 

they play the primary and most important resource deals with providing users with all the relevant terminological 

information tied to any German or Italian search query which is entered in the GEROM home page. To 

accomplish this service, the content of a particular file which works like an enriched bilingual terminological 

dictionary is read.  
 

Structurally organized like a spreadsheet, this file is a tab-separated value UTF-8 plain text in which each record 

contains 75 different fields ranging from the terminological expression and its synonyms, to the name of the 

corpora where the said expression can be found in. Because of its leading function, the bilingual terminological 

resource is the first file the CGI engine must access. Only after the user’s request has exactly matched the content 
of one specific field of the said terminological file, all the query-related linguistic information is extracted and 

properly mark upped to be displayed in HTML format. The second kind of linguistic resources, instead, is 

represented by all the different corpora available in the server. Each corpus is an XML-structured collection of 

plain text, single theme, monolingual articles which are enriched with relevant metadata information. As a final 

note, it is useful to remark that all the linguistic resources the system may use have been edited by Professor 

Claudio Fantinuoli of the Johannes Gutenberg University and Professor Fabio Proia of Unint. 
 

2.  CGI scripts 
 

As mentioned before, the interaction between the user requests and the web server is managed by CGI 

technology. Without facing specific technical details, the most important feature characterizing this approach is 

the possibility to establish a dynamic client-server communication by adopting any suitable server-side 

programming language. Since the system is required to manipulate plain text strings only, the most convenient 

way to do this is choosing a text-oriented programming language like AWK, Perl, or the most recent Python. 

Despite their differences in terms of specific scope and purpose they were designed for, all of the above-

mentioned computer languages descend from “C” and offer a powerful backward-compatible, regexp-centered, 

high level, straightforward syntax. These features are of primary importance because they allow developers to 

easily maintain or upgrade their program by adding new functions at any time or, if needed, translate the source 

code from a scripting language to another with minimal adaptations. 
 

In order to achieve a better visualization of the terminological information and improve the interactive 

exploitation of the online platform, two different CGI algorithms have been created. The most complex of them 

has been designed to manage multiple functions, so it represents the core of the system. The other one, instead, 

plays a secondary role. It activates on user demand only and limits to extract and display a wider area of the text 

the main program returns to the general response page. 
 

2.1 Input query 
 

For clarity reasons, the CGI script which is run for first will be described by steps, focusing on its functional 

workflow. As mentioned before, this program performs a number of different tasks which range from dealing 

with all the incoming requests from remote users, to the creation of all the response pages. Therefore, this script is 

automatically run by the Apache web server whenever a query is entered in the GEROM home page search box. 

Because the first task of the script is designed to handle the user queries, particular features of the HTTP protocol 

should be properly managed in order to obtain an orthographically standard input string.  
 

Although apparently strange, this operation is mandatory because, according to the transfer protocol, any query 

can be transmitted to the web server in plain ASCII code only. This implies that all the accented letters and the 

characters with diacritical marks are automatically transformed in a non-intelligible string before being sent to the 

server (e.g. “à” > “%C3%A0”). Starting from this assumption, it becomes clear that in order to avoid mismatch 
issues, the whole user query must undergo a reconversion process before being stored in a variable for any further 

use. As regards queries, it is important to put in evidence that the system has been designed to accept both single 

and multiword terms as an input string. Moreover, to help users avoid any possible query misspelling error, a pre-

compiled, close list of searchable terms has been made available in the home page search box (see Figure 1). 

http://www.ijllnet.com/
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Figure 1: Home page search box 
 

2.2 Response page 
 

The next functional block of the CGI program is designed to produce the response pages to the clients by 

extracting all the required information from both the terminological knowledge-base and the corpora. To carry out 

this complex task, the first step must consist in printing the header lines which are required to create a UTF-8 

encoded HTML page. In addition, all the Javascript and CSS codes which have been edited by Claudio Fantinuoli 

to enrich the web page with graphical features are included in this section, too. 
 

After the header block declaration has been set, the next step regards selecting and retrieving text samples from 

the files which are stored in the web server. To do this, the program iteratively scans all the lines the 

terminological file is made of to find any possible match with the user’s query string. All pattern matching tests 
are managed by regular expressions, which provide the possibility to define exact or partial matching rules. In our 

case, any pattern matching test will pass only if the user input string and a specific field of the terminological file 

are proven to be identical. After a correct match is found, the whole set of metadata, flexional alternatives and 

homonyms tied to the query string are saved in dedicated variables and an array is set to store the links to the 

corpora which are eligible to contain the text patterns to find. 
 

2.3 Corpus-driven approach 
 

After collecting all the useful data from the terminological reference file, the program uses the same pattern 

matching technique to sample a limited number of lines from the subject-related corpora. This step is very 

important because it allows the system to provide users with a short list of examples which represent the basic 

stage to understand the real use of language in its own specific context. Yet, differently from the operations 

involving the terminological dataset, the lookup and text extraction activity made on corpora is driven by both the 

query string and its own related homonyms and flexional variants, too.  
 

Summing up, the whole text mining process implements two nested loops. The former manages the pattern 

matching between the input term and all the lines the terminological file is made of; the latter matches the content 

of the selected corpora with both the term to search and, if any, its semantic and morphologic variants. After 

concluding the pattern matching activity on one corpus, the same processing is run on the corpus which contains 

the corresponding terminological information in the other language GEROM offers. During the above mentioned 

tasks, pertinent linguistic data is retrieved, collected and properly organized in an html page that will be 

transmitted to the user web browser as the end of the terminological file is met (see Figure 2). 
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Figure 2: Basic response page 
 

Another important feature offered by GEROM regards the possibility to overcome the reduced number of 

elements the basic response page is designed to return and enhance the visualization of linguistic information by 

providing users with a wider range of concordance lines extracted from the corpora in use. To achieve this goal, a 

specific link to a dedicated CGI script has been set in each tab the user response page holds. For the script be able 

to work, relevant parameters like the name of the corpus where information should be retrieved from and the term 

to find - the original query string or one of its linguistic variants - must be transmitted. Like before, also in this 

case a HTML page is returned to the user, but it will be opened in a new window for readability reasons (see 

Figure 3). As for the text lines which are sampled from the corpora to be included into the response page, it is 

worth noting that the adoption of a dedicated hypertext markup structure was mandatory to display the whole data 

in a KWIC (Key Word In Context) compliant format. 

http://www.ijllnet.com/
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Figure 3: Enhanced response page 
 

3. Future development 

Although the basic framework the GEROM web platform is founded on has achieved a stable operating structure, 

for some aspects the project should be still considered as a work-in-progress. In particular, further development 

are planned to increase the linguistic resources offered by the system in terms of both subject-specific corpora and 

external references users may get access to. Gerom is freely accessible at the following web address: 

http://gerom.unint.eu/it/index.html 

 

 

 

 

 

 

 

 

 

 

http://gerom.unint.eu/it/index.html


ISSN 2374-8850 (Print), 2374-8869 (Online)             © Center for Promoting Ideas, USA              www.ijllnet.com 
 

98 

References 
 

Zhang, C.; Wu, D. (2012). Bilingual Terminology Extraction Using Multi-level Termhood. In: The Electronic 

Library, 30(2), pp. 295-309 

Fantinuoli, C.; Proia, F. (eds.). (2015). Terminologia e corpora per il dialogo italo-tedesco. Strumenti tradizionali 

e nuove applicazioni. Roma, Aracne. 

Robbins, A. (2015). Gawk: Effective AWK Programming, 4th Edition. Universal Text Processing and Pattern 

Matching. Sebastopol, O'Reilly Media. 

Scott, G.; Shishir, G.; Gunther, B. (1999). CGI Programming with Perl, 2nd Edition. Sebastopol, O'Reilly Media. 

Jeffrey, E.F.F. (2006). Mastering Regular Expressions, 3rd Edition. Sebastopol, O'Reilly Media. 

Mari-Carmen Marcos et al. (2006). Usability evaluation of online terminology databases. In: Hipertext.net, 4. 

Accessed at: http://www.hipertext.net [19/10/2015] 

Zengin, B. & Kacar, I.G. (2011). Turkish EFL Academicians' Problems Concerning Translation Activities and 

Practices, Attitudes towards the Use of Online and Printed Translation Tools, and Suggestions for Quality 

Translation Practice. In: Turkish Online Journal of Educational Technology, 10(2), 274-286. 

Ahmet Aker, Monica Lestari Paramita, Marcis Pinnis (Tilde), Robert Gaizauskas. 2014. Bilingual dictionaries for 

all EU languages. Proceedings of the Ninth International Conference on Language Resources and 

Evaluation (LREC'14), 2839-2845. 

Tatiana Gornostay and Andrejs Vasiļjevs. 2014. Cloud Terminology Services Facilitate Specialised Lexicography 
Work. In Proceedings of the XVI EURALEX International Congress: The User in Focus, 15-19 July 

2014, Bolzano/Bozen, pp. 621-629. 

Vasiljevs, A., Pinnis, M., & Gornostay, T. (2014). Service model for semi-automatic generation of multilingual 

terminology resources. In: Terminology and Knowledge Engineering 2014. Accessed at: 

https://hal.archives-ouvertes.fr/hal-01005874 [19/10/2015] 

http://www.ijllnet.com/

